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Abstract—With the rise of self-driving technology and other
artificially intelligent systems, full autonomy has become an
increasingly more desirable yet achievable goal. We explored an
application of genetically evolved neural networks to an X-drive
robot. Directly controlling the velocities of the four motors with
the available information to drive to a target position proved to
be a relatively simple problem for the trained model to solve
and was feasible in simulation. However, the implementation on
a physical robot was far more challenging for various possible
reasons.

I. INTRODUCTION AND MOTIVATION

Since we both have a strong background in robotics, we
thought it would be interesting to apply biologically-inspired
algorithms to this field. We decided we would explore how a
trained model might behave when presented with a driving
task. X-drive has a more interesting control scheme with
complicated equations involved, as seen later. Self-driving
technology is on the rise, and exploring different avenues
of mobility could lead to more interesting, exciting, and
optimized applications of this than the traditional approach of
“a modern car capable of driving itself.” We sought to answer
the following question: how feasible is it to evolve a neural
network to control an X-drive robot entirely on its own?

X-drive, a subset of holonomic driving mechanisms com-
monly used in the VEX robotics competition, is a robot control
scheme consisting of 4 motor groups each controlling an omni-
directional wheel angled at 45◦ from the X and Y axes of the
robot. Being holonomic, this layout allows the robot to rotate
independent of its translational movement. It also gives the
robot the ability of planar driving, where movement in any
direction is possible without needing to change the heading
of the robot. These are the equations that allow a human
driver or hard-coded approach to drive directly to any point
either while turning or facing the same direction. Given the
multiple layers of trigonometry and simple math, we expected
the model to create something similar, using a multi-layer
network to emulate these equations. Given the (x, y) position
of a joystick with values between −100 and 100, and a, some
scaled turning power from another joystick, the X-drive control

Fig. 1. Our physical X-drive robot.

scheme is as follows:

xadj = −y cos θ − x sin θ

yadj = −y sin θ + x cos θ

m1 = a+ yadj + xadj

m2 = a− yadj + xadj

m3 = a− yadj − xadj

m4 = a+ yadj − xadj

where “adj” stands for “adjusted,” θ is the heading (angle of
the “front”) of the of the robot, and mi is the desired power
of motor i.

II. RELATED WORK

In addition to driving simpler robot drivetrains with fewer
wheels and more simplified controls, many of the related
approaches were focused on other applications of a neural
network like computer vision and path optimization. There is
little to no existing work that we found regarding controlling
any form of holonomic drivetrain. We also did not find
anything about training robot movement entirely from a model
without predefined drive code. To elaborate, our model is only
able to control motor powers—it does not have access to the
concepts of “turn” or “drive forward.”

Further reading can be found in references [1] [7] [12]
[3] [10] [6] [9] [2] [4] [8].



III. METHODOLOGY

Due to the nature of both our problem and genetic al-
gorithms, training this model on a physical robot was not
feasible within the scope of this project. We instead developed
a robot simulator in Python to be used as the problem space
for training. This allowed training to happen much quicker
than it would have in real time, and Python’s package options
made it easier to implement code for our purposes. We used
NEAT [5] to evolve populations of robots to reach a goal
position and angle in our simulation using custom odometry
and fitness code. The best network at the end of this process
was saved and copied into C++, where we then fit it into the
existing drive code for the robot. This workflow is visualized
at a high level in Figure 2, and our implementation details can
be found in our repository [11].

A single generation of training consisted of the population
being initiated—either randomly for generation 1 or based on
previous evaluations for all other generations. This population
was then subjected to five trials, and the fitnesses found across
these trials were averaged for each individual in order to create
wider variance in the evaluated fitness scores and differentiate
the good generalists from the models that got lucky with goal
placement. A trial consists of the individual being placed at the
origin with a heading of 0◦ and being given a goal somewhere
within a distance of 10 arbitrary units (but 100 units when
generating the plots in Figures 9–11) and a goal angle. The
robot is then able to “drive” for 100 iterations, with each
previous iteration impacting both the robot’s momentum and
current position, which are inputs of the network. The fitness
was measured with the function below:

F (S) =

{
1.5 if d+ ∆θ

4π < 0.05,

1− (d+ ∆θ
4π ) otherwise,

where S is the genome, d is the distance from the goal, and
∆θ is the absolute difference between the robot and goal angle
in radians, measured along the shortest arc.

This function gave the model a bonus above the theoretically
perfect score of 1 for getting within a small range of the goal
and/or reaching the target angle. This allowed models that
routinely do well to average notably higher than the models
that fall short. It also prioritized the position over the angle.
Because the maximum arc from the current angle was π,
dividing by 4π reduces the range of possible angles to [0, 0.25],
whereas the distance was unbounded in the negative direction
and bounded by 1 in the positive.

The hyperparameters of the genetic algorithm that we
landed on were a population size of 500, running for 100
generations, and extremely volatile connections compared to
NEAT examples. All activation functions were considered, and
the probabilities for adding, deleting, or modifying the nodes
and connections were relatively high, as documented in our
code. These factors combined to allow our models to find
the solutions early and often and spend more time in later
generations increasing efficiency.

The five best models from preselected generations were
saved and tested in nine driving tasks with different target

positions outside of the range of distances initially trained
on and a target angle of π radians with 500 iterations to
drive. This allowed us to demonstrate the ability of the robot
to somewhat generalize driving in any direction, as well as
showcase intra-generational variance and model the robot’s
end behavior when given more timesteps than needed—one
of the largest improvements through generations.

Fig. 2. A diagram of our workflow.

IV. RESULTS

A. Model Results

We were shocked at how quickly the modeled robots were
able to find the goal and remain in its vicinity. Our expectation
for many of the early generations was to see robots spinning
or moving in unpredictable directions given that none of the
motors are directly linked to a single coordinate, and they also
run against each other. However, as seen in Figure 3, a rough
solution was discovered very early.

There is room for improvement in this model. It does not
take the most efficient path to a point, instead traveling along
a 45◦ transversal until it shares an x or y coordinate with
the goal before following a straight line along the other axis
from there. There are also certain directions that the model
takes longer to move in than others, as well as directions it
cannot travel in directly. Rather, it moves in a zig-zag pattern
in adjacent directions, leading to an erratic movement overall
(Fig. 4c).

B. Simulation Results

The simulation was completely novel software and a large
hurdle to get past in training the AI. It involved translating the
necessary robot code from C++ to Python, as well as creating



a fitness function, tracking the position in artificial space, and
simulating basic physics concepts like inertia and friction.
Overall, the results of this section are mixed. The simulation
worked very well insofar as creating a reliable problem space
for training purposes. The best fitness was able to increase
over time (Fig. 6), and when applied to the visualization
software, the models moved approximately as expected and
were adaptable to moving targets as well. However, as the
following section will cover, the simulation was not as true-
to-life as we anticipated.

C. Translation to Physical Robot

The translation to the physical robot base did not go as
cleanly as we had hoped. A small initial issue was scaling.
The arbitrary units used in the simulation were on the order
of magnitude of inches, whereas the encoder counts were
small fractions of that. This was easily remedied with some
conversions, though it complicated the translation process.

The first systemic issue we found is that the robot frame
has warped in the last few months of disuse, causing issues
where not all wheels would have equal pressure on the ground.
This resulted in spinning out or not moving when it should
be. The friction and inertia numbers were also inaccurate,
resulting in skewed physics that did not work well on the
robot. Additionally, the process of transferring models from
the NEAT format to our C++ implementation was not easy,
resulting in fewer networks tested physically and the physical
testing space was being used by other members of our robotics
team during the times that we were testing, decreasing the
number of tests that could be run.

V. DISCUSSION

Our work, if not completely successful in the original goal
of teaching an AI to drive itself via an evolved neural network,
did show great promise and proof of concept. The question of
whether or not a robot could be trained to drive a holonomic
drive base when given direct control of the motor powers
appears to be a resounding yes, and given more time to tune
the simulator and a more reliable hardware setup, these results
seem very capable of making the transition to the real world.

VI. CONCLUSION AND FUTURE WORK

The final goal of the experiment was not realized—due
primarily to the scope of the project both in time and re-
sources. However, the biologically-inspired section seems to
have worked quite well. One issue that we discovered late in
the process is that the bonus may be hampering the ability of
the fitness scores to accurately describe performance. Because
it is so high, a network that got lucky once or twice would
be able to have an average fitness near what the best general-
purpose networks could accomplish. The other issue with the
fitness function is that it has a small range of “good” values
and does not emphasize efficiency as much as we would like.
Fitness values in (0, 1.5] mean the network moved in the
correct direction, but this is a limited range. This creates a
small problem space of models that are working as intended

and stops the best-performing models from rising notably past
the others.

In the future, we would like to expand upon this project
by continuing with our goal of implementing it on a physical
robot. The steps to do this include writing a more realistic
fitness function and adding more accurate physics to the
simulation, such as a deadband of small values that cannot
turn the wheel on the physical robot. Additionally, we would
need to fix a few small issues on the robot itself to eliminate
errors originating from its usual wear and tear. Although an
impressive showing of ingenuity to travel in a new direction,
we hope to see the robot develop methods more efficient than
the erratic zig-zag motions and either straight or 45◦ angles it
uses currently.
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Fig. 3. Performance of the top 5 models after 10 generations for various
target positions and a target angle of π radians given 500 iterations. The
models were trained on random directions within only 10 units and given 100
iterations. Line segment color represents the current angle between [−π, π],
but the colorbar is unavailable—note that the target angle color is red.
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Fig. 4. Performance of the top 5 models after 50 generations for various
target positions and a target angle of π radians given 500 iterations. The
models were trained on random directions within only 10 units and given 100
iterations. Significant improvements in terms of efficiency and stability of end
behavior.
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Fig. 5. Performance of the top 5 models after 100 generations for various
target positions and a target angle of π radians given 500 iterations. The
models were trained on random directions within only 10 units and given 100
iterations. Little improvement from generation 50 in terms of efficiency and
stability of end behavior, but some models began to use the extra iterations
to achieve the goal angle (in red).

Fig. 6. The best fitnesses from each generation of the original training results
(Fig. 3–8).

Fig. 7. The speciation of each generation in the original training results (Fig.
3–8).

Fig. 8. The best model from the final generation of the original training
results (Fig. 3–8).



Fig. 9. The best fitnesses from each generation of the results after tweaking
the simulation to our live demo environment and retraining (Fig. 9–11). An
increase in robot radius and total distance it was trained over (up to 100
units) were found to give better behavior in our demo environment, which
slightly differed from the simulation environment in how a robot’s position
was updated—using real time as a scaling factor for distance traveled in a
given timestep—and was our first time fully visualizing the behavior in real
time. The increased radius of the robot helped to quell the uncontrollable
spinning observed in the original model.

Fig. 10. The speciation of each generation in the results after tweaking the
simulation to our live demo environment and retraining (Fig. 9–11).

Fig. 11. The best model from the final generation of the results after tweaking
the simulation to our live demo environment and retraining (Fig. 9–11).
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